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Abstract

In this paper a comparison of kinematic and dynamic image-based (2D) visual servoing is accomplished. This comparison is based on a 2 dof planar robot manipulator constructed at Instituto Superior Técnico, and the simulation results are obtained using a Matlab 6.0 Simulink model under regulator control. For kinematic visual servoing, a control scheme with exponential decay is derived. For dynamic visual servoing, PD and inverse dynamics control were used. Finally, comparison results are presented.

1 Introduction

In this paper we control a two degrees of freedom planar robotic manipulator, based on 2D visual servoing. The robot in use was constructed at Instituto Superior Técnico [1,8], Mechanical Engineering Department, Robotics and Automation Laboratory.

Planar robots are wide spread in industry, and two of their most important characteristics are speed and precision. This type of robotic structure can easily evolve to a SCARA robot, used in vertical assembly tasks, palletising, etc.

The objectives of this work are to study the referred robotic manipulator under kinematic and dynamic 2D visual servoing. The robot should move from an initial to a final point in the image features space. To accomplish these objectives, the control laws for kinematic and dynamic visual servoing will be derived and the control structures defined. Finally, the simulation results are presented and some conclusions of this work are drawn.

2 Theoretical Framework

Machine Vision and Robotics can be used together to control, a robot manipulator. This type of control defined as Visual Servoing, uses visual information from the work environment to control a robot manipulator performing some task. The visual information can be obtained by two ways: using direct information from the image (2D visual servoing); or using 3D information of the object from the image(s) (3D visual servoing). The second case needs an on-line processing for pose calculation. A good explanation of the differences is done in [12]. In this paper only 2D visual servoing is used.

Image features are needed in order to move the robot manipulator when performing some task. So it is necessary to define:

- \( s \), image features vector;
- \( s_d \), desired image features vector;
- \( e \), error between \( s \) and \( s_d \) at some time \( t \).

\[
e = s - s_d
\]

Following the approach to Visual Servoing made in [4], to obtain a “good control” it is necessary to minimise a function \( f(s) \):

\[
f(s) = \frac{1}{2} \| s - s_d \|^2
\]

and when the desired image features are obtained: \( e = 0 \).

Considering \( r \), the pose of the end-effector (translation and rotation), which is dependent of the robot joint variables \( q \), it is then necessary to find a robot pose that minimise \( f(s) \):

\[
\min_q f(q)
\]

The function \( f(s) \), reaches a minimum when it’s first derivate goes to zero, so using equation (3):

\[
\frac{\partial f}{\partial s} + \frac{\partial f}{\partial r} \frac{\partial r}{\partial q} = 0
\]

\[
\frac{\partial s}{\partial r} = J_i(r, z) \text{, is the image jacobian.}
\]

\[
\frac{\partial r}{\partial q} = J_q(q) \text{, is the robot jacobian.}
\]

The function \( f(s) \), reaches a minimum when it’s first derivate goes to zero, so using equation (3):

\[
\frac{\partial f}{\partial s} + \frac{\partial f}{\partial r} \frac{\partial r}{\partial q} = 0
\]

\[
\frac{\partial s}{\partial r} = J_i(r, z) \text{, is the image jacobian.}
\]

\[
\frac{\partial r}{\partial q} = J_q(q) \text{, is the robot jacobian.}
\]
According to [5], if the two jacobians are not singular the solution to the minimisation problem becomes:

\[
\frac{\partial f}{\partial s} = 0, \text{ i.e., } e = 0
\]

and if at the desired position the object velocity is zero, i.e., \( s_d = 0 \):

\[
\frac{\partial e}{\partial t} = \frac{\partial s}{\partial t} = \frac{\partial s}{\partial r} \cdot \frac{\partial r}{\partial t}
\]

where:

\[
\frac{\partial r}{\partial t} = \dot{r}, \text{ the end effector velocity}
\]

As seen in equation (7), to obtain a control law is necessary to obtain a relation between the image features and the image features velocities. By definition of forward finite differences, [11], the image features velocity becomes:

\[
\frac{\partial s}{\partial t} = \frac{1}{h} (s_{t+h} - s_t) + O(h^2)
\]

that can be approximated, in order to obtain our goal:

\[
\dot{s} = \frac{1}{h} (s_d - s)
\]

where \( h \), is a constant that results from the sample time. It can be seen that equation (9), produces some errors especially if the desired features, \( s_d \), are far away from the actual position, \( s \). Moreover, this equation is only valid locally.

From equations (7) and (9), the following relation can be obtained:

\[
\frac{\partial e}{\partial t} = J_x(q) \cdot \dot{q}
\]

where:

\[
\dot{e} = -K \cdot e
\]

The condition expressed in equation (11), that other authors stated as a condition [4,6,9,10], here is stated as a result when deriving the control law. This method makes very clear the verification that this condition is only valid in a neighbourhood, function of the sample time \( h \), of the actual image feature position, \( s \).

Then, the visual control law is:

\[
r = \int \dot{e} \cdot J^{-1}_r (r) \, dt
\]

The inner robot controller has implemented a PID control law, with the end-effector pose \( r \), as input.

\[\text{Fig. 1 Kinematic Visual Servoing Control Architecture}\]

2.2 Dynamic Visual Servoing

For Dynamic Visual Servoing two control architectures were used: PD control and Inverse Kinematics control.

The first control law used was inspired in a classical PD control on the end-effector coordinates [13].

Considering \( \dot{r}_d = 0 \), using the forward finite differences as in equation (9) and \( e_r = r - r_d \), the next equation arises:

\[
e_r = -h \cdot \dot{r}
\]

A final relation can be obtained from equations (1),(10) and (14):

\[
e_r = J^{-1}_r (r) \cdot e
\]

Finally, from equations (5) and (15):

\[
\tau = J^T_r (q) \left[ K_p \cdot J^{-1}_r (r) \cdot e - K_d \cdot J_r (r) \cdot J_h (q) \cdot \dot{q} \right]
\]

\[\text{Fig. 2 PD Dynamic Visual Servoing Control Architecture}\]
The second control law used was inspired in a classical inverse dynamics control on the end-effector coordinates \( r \), [13].

Considering \( \dot{r} = 0 \), and using equations (14) and (15) the visual control law becomes:

\[
\tau = B(q) \cdot y + n(q, \dot{q})
\]

\[
y = J_R^{-1}(q) \cdot \left[ K_p \cdot J_i^{-1}(r) \cdot e - J_i(r) \cdot J_R(q) \cdot \dot{q} \right]
\]

(17)

where \( B(q) \) is the robot inertia matrix and \( n(q, \dot{q}) \) the coriolis and centrifugal vector.

Fig. 3 Inverse Dynamics control, Dynamic Visual Servoing Control Architecture

3 Simulation results

A planar robotic manipulator of two degrees of freedom, constructed at the Mechanical Engineering Department in Instituto Superior Técnico, [1,8], was modelled in [6] to implement visual servoing algorithms.

A Matlab® 6.0 model was developed and validated in [6]. In this section are presented the results for a feature point under regulator control, with initial position \([230 \ -320]\) and final position \([0 \ -150]\).

For Dynamic Visual Servoing using an Inverse Dynamics visual controller the gain with best performance was:

\[
K_p = \begin{bmatrix} 2000 & 0 \\ 0 & 2000 \end{bmatrix}
\]

For Dynamic Visual Servoing using an PD visual controller the gains with best performance were:

\[
K_p = \begin{bmatrix} 1000 & 0 \\ 0 & 500 \end{bmatrix} \quad K_D = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

For Dynamic Visual Servoing using an PD visual controller the gain with best performance was: \( K=0 \).

Fig. 5 Dynamic Visual Servoing – Inverse Dynamics control - Image feature response: X, coordinate; Y, coordinate; X versus Y.

For Dynamic Visual Servoing using an PD visual controller the gains with best performance were:

Fig. 6 Dynamic Visual Servoing – PD control - Image feature response: X, coordinate; Y, coordinate; X versus Y.

For Dynamic Visual Servoing using an PD visual controller the gain with best performance was: \( K=0 \).
4 Conclusions

In this paper 2D Visual Servoing was implemented and simulated on a validated experimental apparatus. A simple modification, when deriving the kinematic control equations, was used to clarify the locally condition and the exponential decay of the error function. For dynamic visual servoing a PD and inverse dynamics control schemes were implemented. According to the results showed in the last section, Dynamic Visual Servoing based on a inverse dynamics controller suggests the best results for regulator control, because of the fast response time and few oscillations.
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